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Abstract
Artificial intelligence (AI) has long been thought to be the next major technological breakthrough in healthcare. While proposed applications of AI touch on nearly all aspects of medicine and healthcare, applications within emergency medicine (EM) appear particularly promising. With increasing emergency department (ED) wait times, a reliance on high acuity diagnostic decisions, and an environment that constantly pushes the cognitive bandwidth of its providers, AI interventions in EM pose substantial benefits to both EM physicians and the EDs and health systems they work within. AI has shown promise in numerous applications within EM, including in the interpretation of diagnostic imaging, predicting patient outcomes, and monitoring of patient vitals. However, barriers to widespread adoption and integration of AI remain. Ultimately, the extent to which AI is able to positively impact patient care will revolve around overcoming these barriers, likely through an evolution of both the technology itself, and the attitudes and regulations towards it.

Introduction

Artificial intelligence (AI) aims to enable computers to emulate human cognitive functioning. While the potential applications of AI are therefore seemingly endless, there is considerable excitement about what AI could mean to healthcare.1 Emergency medicine (EM) has been at the forefront of discussions surrounding applications of AI in healthcare due to the uniqueness of EM practice. With increasing departmental flow challenges and wait times, a reliance on high acuity diagnostic decisions, and an environment that constantly pushes the cognitive bandwidth of its providers, the benefit of an AI intervention that could increase the speed and accuracy of clinical decisions poises EM to substantially benefit from this technology.2 The most established applications of AI in EM are rooted within the emergency department (ED) itself. For example, AI has shown promise in the interpretation of diagnostic imaging, predicting patient outcomes, and monitoring patient vitals.3 That being said, newer interventions have targeted the use of AI outside the hospital or ED, such as home monitoring programs and predicting infectious outbreaks.4

Here, a review of the current literature on AI application in EDs will be described in the context of current practices, limitations, and the direction that this new innovation is heading in the future.

Applications of AI within the Emergency Department

One of the primary applications of AI within the ED is in triage. The triaging of patients within the ED fundamentally impacts patient flow, wait times, resource utilization and allocation, and risk-stratification.5,6 While most EDs currently rely on clinical decision making in triage, there is evidence that AI systems could improve this process.6,7 The Emergency Severity Index (ESI) is the most commonly used triage scale in the United States.6 However, a challenge associated with this scale is that a large proportion of all ED patients are labeled as an ESI-3, or a mid-level of acuity, creating a challenge for accurate triage of this population. Several AI models have shown to be effective in delineating patients at this mid-acuity level.7,8 One system, e-triage, was able to differentiate 65% of ESI-3 labeled patients and either increase or decrease their required triage severity more effectively.7 AI systems were also effective in predicting the risk of severe complications such as sepsis, the likelihood of cardiac arrest within 72 hours, and earlier assessment of trauma patients who were likely to have a positive computed tomography (CT) head result.9,10 Each AI application outperformed the comparative clinical decision making tool (mortality in ED sepsis score, thrombolysis in myocardial infarction Global Registry of Acute Coronary Events, and Canadian CT head algorithm, respectively).3 While these prediction tools are less focused on the initial acuity of the patient, they still impact triage by informing the amount of investigations needed, how quickly said investigations need to be completed, and how closely the patient needs to be followed in the ED.

Similar AI interventions have been applied in the context of clinical monitoring. While the aforementioned tools can predict the likelihood of cardiac complications or sepsis based on a patient’s initial presentation and basic work-up, other tools have been developed to monitor heart rate and rhythm and blood pressure dynamics over time to predict clinical complications. These AI interventions have been primarily focused on predicting sepsis and cardiac instability, and have been shown to perform equally or better than current clinical tools.11,12 Other AI tools have used natural language processing (NLP), which involves computers interpreting text, to predict the likelihood of patients having appendicitis or influenza based on information in the clinical notes from the ED.13,14
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Another core application of AI within EDs is in the interpretation of diagnostic imaging. AI interventions have been shown to have up to 94% sensitivity and 99% negative predictive value in detecting life-threatening pathology on head CT, such as subarachnoid hemorrhage, epidural hematoma, midline shift, hydrocephalus, and acute ischemic stroke. Quick and accurate identification of these diagnoses is extremely valuable both in high volume tertiary centers with potentially lengthy waiting periods for radiology consultations and in smaller centers with limited access to radiology specialists. AI has also shown to be very effective in fracture diagnosis, both in common orthopedic injuries to the extremities, such as wrist and ankle fractures, and in more serious vertebral pathologies. AI also shows promise in assisting in diagnosis from ultrasound investigations, such as detecting fluid on focused assessment with sonography for trauma (FAST), and providing an automated calculation of ejection fraction on echocardiogram. Again, AI proves useful in determining if there is an obvious pathology present, thereby providing an additional safety net for EM providers, particularly in lieu of a specialist consult. Moreover, it helps in informing the allocation of ED resources and patient disposition planning.

Applications of AI outside the Emergency Department

While applications of AI to EM outside the ED are relatively new and validated to a lesser degree than those within the ED, several promising applications have been reported. Home monitoring, which is a natural progression from inpatient AI monitoring discussed above, has been shown to be effective in detecting acute exacerbations of chronic obstructive pulmonary disease, identifying 75.8% of exacerbations an average of 5 days before the patient sought treatment. Similarly, AI interventions have been able to predict asthma exacerbations in children 1 week before symptom onset by using patterns in asthma symptoms, patient attributes, and environmental factors collected in a self-reported asthma symptom tracker database. Wrist-worn accelerometers have been able to detect seizures with a high degree of accuracy, and specialized smart phone audio applications have been used to detect falls in the elderly.

Through the analysis of tweets on Twitter, AI interventions were able to effectively predict influenza outbreaks by searching users within a given radius of a local hospital and monitoring tweets for key words such as “flu.” The program then compared the identified key words with official statistics from sentinel hospitals and physicians, with high correlation. Similarly, NLP has been applied to predict suicidal ideation and attempts on Twitter.

An application of AI in emergency medical services (EMS) has been explored through the Corti AI system. Corti assists emergency dispatchers by analyzing the caller’s speech and description and providing advice on what questions to ask next, indicating when a patient may have a particular presentation, such as a myocardial infarction or stroke. It also helps in data extraction, where the system can pull information on the caller’s address and/or location to reduce time needed to complete the call and dispatch EMS.

While each of these AI applications occurs in a pre-hospital environment, they may substantially reduce the burden on EDs and serve as early detection and warning systems for acute care events outside healthcare environments. By predicting which chronic diseases patients are in need of emergency care and when and where an infectious disease outbreak may occur, EDs would be better able to prepare for the patient type and volumes they may encounter. Further, by assisting emergency dispatchers, emergency medical and paramedic services could be dispatched more quickly and with more detailed clinical information.

Barriers and Limitations

Despite the vast potential for improved clinical care associated with the implementation of AI and machine learning in emergency care delivery, numerous technical, ethical, and acceptance issues surrounding this technology prevail.

Many of the studies that are presented here and others that have paved the way for implementation of AI in healthcare settings are retrospective analyses of datasets. Very few randomized controlled trials have been conducted on the benefits of AI in clinical contexts, and will surely be required for the widespread adoption of this technology. The accurate collection of healthcare data depends on consistency of data reporting and usage of electronic data records, so as to avoid “noisy data.” In both Canada and the United States, there is a lag with the acceptance of purely electronic medical records in EDs and there is minimal standardization between electronic medical record systems used between healthcare organizations. This presents challenges in broadly applying any one AI program across many EDs.

Another limitation involves the nature of the internally evolving algorithm by which neural networks and machine learning develop prognostic algorithms. We are faced with a turning point in technology where trust is placed in the hands of not just the human developer of the algorithm, but the computer to generate appropriate codes internally. This makes the replication and interpretation of AI algorithms somewhat opaque for both clinicians and patients, presenting numerous ethical and potentially medico-legal challenges. Furthermore, the healthcare data being collected is often confidential in nature, a common rate-determining step in large data mining projects that require constant updating and real time feedback for optimal performance. It will be important to classify available data with patient consent moving forward to avoid large breaches in confidential information, as has been seen in many non-healthcare large-scale AI projects to date.

Arguably one of the greatest sources of mistrust associated with widespread adoption of AI revolves around the idea that, as with the application of any AI technology, the program will always lack of a sense of the clinical “gestalt.” Although the vast majority of proposed AI interventions will be able to assist physicians as opposed to operating independently, it remains important to be aware of when and where these algorithms are at play, and how they may inadvertently influence clinical decision making.

Conclusion

The practice of EM is unique in healthcare due to the acuity and variability of the environment in which it is practiced. With unpredictable patient populations requiring acute care decisions and interventions, and external stressors that further test providers’ cognitive bandwidth, the delivery of acute care medicine lends to increased risk of human error. AI possesses significant promise in the emergency setting and has already begun to improve the efficacy and quality of care delivered in select interventions. As with the adoption of any new technology, barriers to implementation...
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